Supplementary Information for
“Structured Ranking Learning using
Cumulative Distribution Networks”

Jim C. Huang Brendan J. Frey
Probabilistic and Statistical Inference Group Probabilistic and Statistical Inference Group
University of Toronto University of Toronto
Toronto, ON, Canada M5S 3G4 Toronto, ON, Canada M5S 3G4
j i m@psi.toronto. edu frey@si.toronto. edu

1 Computing gradients for structured ranking learning
Given observation® = { D1, --- , Dy}, the problem of structured ranking learning is given by

igf Z Zlog <1 + exp ( — wire(a; Dt)) + exp ( — ware (a; Dt))> st. >0

t e
6] <t. (1)
For the observatio®,, the gradien¥ ,£(0; D;) with respect to the loss(6; D, ) for that observa-
tion is given by

VaL(0;D,) = Z d)(re, ) ( [¢(re, re/)] Vare(a; Di) + 0., [¢(re, re/)] Vare (a; Dt)>,
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The derivatives with respect to the CDN function weightsw- are given by
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2 Supplementary Results

In addition to the OHSUMED dataset, we also applied the sired ranking learning framework to
the “.gov” collection of the TREC2004 web track, providedmast of the LETOR 2.0 benchmarks
[4]. This dataset consists of a total of 75 queries of 100Qdwnts each, with 44 features per query-
document pair. The relevance labels used in the TREC20@&elaare the same as those for the
OHSUMED dataset, namelyefinitely relevantpartially relevantor not relevant Using the same
training and model selection procedure described in ther paper, we computed the Precision,
MAP and NDCG performance metrics of our method: this is shawhRigures 1(a),1(b),1(c) in
addition to the performances of six other ranking methodsfkwvare provided as part of the LETOR
2.0 benchmarks.



3 RankNet and ListNet/ListMLE as CDNs with particular graph topologies

The RankNet and ListNet/ListMLE probability models for tamg to rank [1, 2] can be viewed

as disconnected and partially connected CDNs respectivalyhe case of RankNet, the result-
ing CDN model is optimized using cross-entropy loss. ThéNét/ListMLE models are instances
of Plackett-Luce models [5] in which preferences betweejeaib to be ranked are partially con-
nected in the corresponding CDN. An example demonstratiaget models as CDNs is shown in
Figure 2 for a toy example involving 4 nodés - V5, > V3 = V, with preference variables
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Supplementary Figure Results on the TREC 2004 dataset of the LETOR benchmark.expge NDCG as
a function of truncation level for the TREC2004 dataset. NDCG values are averaged oversS-gedidation
splits; b) Mean average precision (MAP) as a function of¢edion leveln; c) Mean average precision value
for several methods.
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Supplementary Figure Zhe ListNet/ListMLE and RankNet probabilistic models regpented as CDNs with
particular topologies for an example order graph représgtite orderings > V2 > Vs = V4. In the case of
RankNet, the corresponding CDN is disconnected, as prefereariables are assumed to be independent. The
ListNet/ListMLE model is an example of a Plackett-Luce mifsle



