	
	Citizenship: Canadian
E-mail:       jim0.huang@gmail.com

                    jimhua@microsoft.com
Websites:  http://jimhuang.org

                    http://research.microsoft.com/~jimhua/ 


Jim C. Huang 

Education 

September 2005-August 2009                 University of Toronto      Toronto, ON, Canada 
• Ph.D. in Electrical and Computer Engineering (Ph.D. advisor: Brendan J. Frey);
•Research in novel probabilistic graphical modelling frameworks

· Developed the Cumulative Distribution Network (CDN) and the derivative-sum-product (DSP) algorithm, a new class of graphical model and the corresponding message-passing algorithm for inference.                                                                         Project webpage: http://www.psi.toronto.edu/ml.html#CDN
· Developed a novel framework for structured ranking learning, with applications to information retrieval and sequence discovery in genomics
Project webpage: http://www.psi.toronto.edu/cdn/
•Research in applications of machine learning to functional genomics (in collaboration with the Banting and Best Institute of Medical Research, Toronto, ON, Canada);

· Developed statistical models (GenMiR/GenMiR++/GenMiR3) for learning microRNA targets from sequence and expression data.                                                                       Project webpage: http://www.psi.toronto.edu/genmir/
· Developed a statistical model (GenXHC) for cross-hybridization compensation in high-density tiling microarray data.

September 2004-May 2005                      University of Toronto      Toronto, ON, Canada 
• M.A.Sc in Electrical and Computer Engineering (fast-tracked to Ph.D. - Advisor: Brendan J. Frey);
September 2000–December 2003            McGill University           Montreal, QC, Canada 
•B.Eng in Electrical Engineering with Great Distinction 

•Undergraduate CGPA: 3.90/4.0 
Awards & Honors 

2008
Twenty-Fourth Conference on Uncertainty in Artificial Intelligence (UAI) Best Student Paper Runner-Up 
Association for Uncertainty in Artificial Intelligence (AUAI) Travel        

Grant     

Walter C. Sumner Memorial Fellowship 

2006-2008 

International Society for Computational Biology (ISCB) Travel 

Fellowship 

2006 


Quebec New Technologies for Information and Communications         

(NTIC) Bursary 

2005-2008                    Natural Sciences and Engineering Research Council (NSERC) of 

                                        Canada Postgraduate Scholarship – Doctoral 

2004                               British Association Medal for Great Distinction

Natural Sciences and Engineering Research Council (NSERC) of 

Canada Graduate Scholarship – Master’s 

Fonds du Québec de Recherche en Nature et Technologies - Masters Research Scholarship [declined by recipient] 

Edward S. Rogers Graduate Scholarship [declined by recipient]

2000-2003                     J.W. McConnell Entrance Scholarship 

Natural Sciences and Engineering Research Council (NSERC) of 

Canada - Undergraduate Research Award 

McGill University Dean’s Honour List

1998-2000                     Marianopolis College Dean’s List

1998                               Governor General of Canada’s Academic Medal and Henry Birks 
Medal (for highest graduating average)
Programming Languages

•C++, C#, C, Java, Perl, MATLAB, Mathematica, R 
Relevant Experience 
July 2009-present                  Microsoft Research, Redmond, WA

         eScience Group 
         Postdoctoral Researcher

Jan. 2009-March 2009         Microsoft Research, Redmond, WA
Sep. 2008-Nov. 2008            eScience Group 
         Research Intern 
•Developed probabilistic models for protein-protein binding in HIV-1 infection (in collaboration with Fred Hutchison Cancer Research Center, Seattle, WA, and Murdoch University, Perth, Australia). 
Sep. 2006-Nov. 2006           Microsoft Research, Cambridge, UK 
        Machine Learning and Perception Group 
        Research Intern 
•Developed a probabilistic model for genomic variation (BlockMapper) by linking haplotype and gene expression data (in collaboration with the Wellcome Trust Sanger Institute, Cambridge, UK). 
Summers 2000 – 2003
       McGill University, Montreal, QC, Canada
                                 Telecommunications and Signal Processing Laboratory 
                                 Research Assistant
•Developed models for wireless signal propagation (in collaboration with InterDigital Communications, Montreal, QC, Canada). 
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J.C. Huang and N. Jojic (2011). Variable selection through correlation sifting. To appear at the Fifteenth Annual International Conference on Research in Computational Molecular Biology (RECOMB) (Oral presentation.)
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J.C. Huang, A. Kannan and J. Winn (2007). Bayesian association of haplotypes and non-genetic factors to regulatory and phenotypic variation in human populations. Bioinformatics 23: i212-221. Fifteenth Annual International Conference on Intelligent Systems for Molecular Biology (ISMB) and Sixth European Conference on Computational Biology (ECCB) (Oral presentation. Acceptance rate: 16%).

J.C. Huang, Q.D. Morris and B.J. Frey (2007). Bayesian inference of microRNA targets from sequence and expression data. J. Comp. Bio. 14: 550-563.

J.C. Huang, Q.D. Morris, B.J. Frey (2006). Computational discovery of human microRNA regulatory networks in leukaemogenesis from sequence and expression data. Sixth Cold Spring Harbor Laboratory/Wellcome Trust (CSHL/WT) Conference on Genome Informatics. 
J.C. Huang, Q.D. Morris and B.J. Frey (2006). Detecting microRNA targets by linking sequence, microRNA and gene expression data. Lecture Notes in Computer Science, Springer-Verlag 3909: 114-129. Tenth Annual International Conference on Research in Computational Molecular Biology (RECOMB) (Oral presentation. Acceptance rate: 18%). 
J.C. Huang, Q.D. Morris, B.J. Frey (2005). A computational high-throughput method for detecting miRNA targets. University of Toronto Technical Report PSI TR 2005-026, August 15th 2005.
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